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Abstract—This paper proposes a new principle for designing
MAC protocols for CDMA-based ad hoc networks—inducing
spatial clustering in contending transmitters/receivers. We first
highlight the advantages of CDMA in handling quality of service
(QoS) requirements, enhancing energy efficiency, and enabling
spatial multiplexing of bursty traffic. Then, based on stochastic
geometric models and simulation, we show how idealized con-
tention resolution among randomly distributed nodes results
in clustering of successful transmitters and receivers, in turn
leading to efficient spatial reuse. This motivates the central idea
of the paper which is to explicitly induce clustering among con-
tending nodes to achieve even better spatial reuse. We propose two
distributed mechanisms to realize such clustering and show sub-
stantial capacity gains over simple random access/ALOHA-like
and even RTS/CTS-based protocols. We examine under what
regimes such gains can be achieved, and how clustering and
contention resolution mechanisms should be optimized to do so.
We propose the design of ad hoc networks supporting hop-by-hop
relaying on different spatial scales. By allowing nodes to relay
beyond the set of nearest neighbors using varying transmission
distances (scales), one can reduce the number of hops between
a source and destination so as to meet end-to-end delay require-
ments. To that end we propose a multi-scale MAC clustering and
power control mechanism to support transmissions with different
ranges while achieving high spatial reuse. The considerations,
analysis and simulations included in this paper suggest that the
principle of inducing spatial clustering in contention has substan-
tial promise towards achieving high spatial reuse, QoS, and energy
efficiency in CDMA ad hoc networks.

Index Terms—Ad hoc network, CDMA, clustering, contention,
MAC.

I. INTRODUCTION

ECENTLY, there has been extensive research towards un-
derstanding the asymptotic “capacity” scaling of fixed and
mobile ad hoc networks, see e.g., [1], [2]. In practice, however,
maximizing capacity is but one of many possible design goals.
At least two other objectives are critical in some ad hoc network
applications: energy efficiency and quality of service (QoS). In
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order to design such networks one must be able to appreciate
tradeoffs among the various figures of merit. One should not, for
example, consider system capacity without tieing it to energy ef-
ficiency, or, for some applications, consider “capacity” without
an understanding of the QoS, e.g., delays, one will incur. In this
paper we consider CDMA-based ad hoc networks. Our premise
is that such networks are well suited to meet QoS and energy ef-
ficiency requirements while still providing good overall network
capacity if suitable MAC and routing algorithms are devised.
Our focus will be on ad hoc networks that are fairly dense, i.e.,
the number of nodes within a typical node’s transmission range
is high, and an individual traffic load generated by a node may
be bursty but requires only a fraction of the total system “ca-
pacity”. Below, we discuss our motivation for considering this
scenario in more detail along with related work in this area.

Is Nearest-Neighbor Routing Optimal? One basic insight
provided by recent work on the capacity scaling of ad hoc net-
works is that it is maximized by relaying traffic along nearest-
neighbor paths to a destination. Indeed it turns out to be better
to maximize the density of concurrent transmissions in order to
achieve a maximum amount of forward progress, i.e., bit-meter/
second. However, long-range relaying may still be appealing
for a variety of reasons; see [3] for a thorough discussion of 18
points. In particular, consider the following aspects.

End-to-end delay: In practice, when nearest-neighbor routing
is used, a packet may need to be relayed by a large number of
nodes prior to reaching its destination. Each intermediate node
would typically incur a delay, depending on the MAC protocol’s
contention overheads, making it difficult to meet end-to-end
delay requirements.

Energy efficiency: Using nearest-neighbor routing, interme-
diate nodes would typically be switching among transmit, re-
ceive and idle modes, further decreasing the amount of time they
can spend in the sleep mode. Depending on the actual energy
characteristics of the nodes, the first three modes can be fairly
energy-hungry [4]. An alternative would be to permit nodes to
use longer transmission distances and relay through nodes that
are in a larger “neighborhood”. This would allow for paths with
fewer hops between the source and destination, possibly en-
abling a larger number of nodes to dwell in the energy efficient
sleep mode.

Route efficiency and reliability: More nodes are available
within longer transmission range as candidates for relaying.
Thus, routing protocols may exploit this to achieve better load
balancing and route reliability, by choosing nodes with light
traffic load, sufficient battery energy and slow/no mobility.

Why Use CDMA? Despite the above benefits, long-range
relaying requires higher transmission power and increases inter-
ference. This could be very inefficient in a narrowband system
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Fig. 1. An example of spatial multiplexing of heterogeneous traffic.

with bursty traffic, as additional contention is required to se-
rialize transmissions, and might compromise network capacity
and lead once again to poor delay performance. A physical layer
that enables overlapping of concurrent transmissions and flex-
ible resource allocation among traffic is thus desirable.

A CDMA-based physical layer has some key advantages in
this regime—some of which are akin to those already exploited
in cellular networks. Specifically consider a direct-sequence
CDMA (DS-CDMA) system with spreading factor m. When
a receiver de-spreads its received signal using the associated
code, it roughly sees only 1/m of the interference before
de-spreading.! As long as the received signal-to-interference-
plus-noise ratio (SINR) after de-spreading exceeds a certain
threshold, the transmission will be successful. This ability of
a receiver to decode a signal in the presence of a substantial
number of concurrent transmissions is referred as interference
averaging and has the following advantages.

Spatial multiplexing: Because CDMA receivers can tolerate
such fluctuations in interference, the network can statisti-
cally multiplex concurrent overlapping bursty traffic, which
otherwise would block each other in a narrowband network.
An example of such spatial multiplexing is shown in Fig. 1,
where applications sharing the network may have different QoS
requirements and possibly require different relay scales, e.g.,
delay-sensitive applications may prefer to use long relay dis-
tances and high transmission power to achieve low end-to-end
delays while best effort traffic can use shorter relay distances
and low transmission power enhancing the overall throughput.
Such multiscale spatial multiplexing achieves efficient spa-
tial/spectral reuse.

Power control: The ability to average interference can also
help in managing spatial inhomogeneities in nodes’ locations,
and permit distributed power control with graceful degrada-
tion—e.g., when the power levels among various transmit
nodes are not optimally selected due to the lack of central
management/global information in an ad hoc network.

Robustness: Critical problems such as hidden or exposed ter-
minals in narrowband systems are not as prominent in CDMA-
based ad hoc networks. Indeed, their impact is mitigated by
spreading gains and proper power control. These advantages
may potentially simplify MAC design and operation.

'We consider codes generated by PN sequences which are quasi-orthogonal
and conservatively assume that PN code cross-correlation is 1/m [5].
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MAC Design Challenges and Related Work: There has
been a resurgence of interest in CDMA-based ad hoc networks
[6], [7] since last decade, perhaps driven by the above mentioned
advantages. However, a CDMA physical layer using different
relay distances requires a MAC design overcoming several chal-
lenges. First, the MAC must achieve efficient spatial reuse, yet
“long” transmission distances compromise capacity by causing
interference to a region with area that is quadratic in the distance
[11, [8], [9]. Second, nodes should use power control in order to
realize heterogeneous relay distances and energy savings. Yet
heterogeneous power levels cause carrier sensing, commonly
used in MAC for collision avoidance purposes, to be unreliable.
We will discuss this more in Section VI.

In [7], an ALOHA-like random access protocol is proposed,
which is simple but, as shown later in this paper, inefficient
from a spatial reuse perspective. In [10], joint power control and
scheduling is considered to achieve optimal spatial reuse but
assuming a centralized scheduler. Various MAC designs using
local signaling among nodes have been proposed [11]-[14].
They exchange request-to-send(RTS)/clear-to-send(CTS)
messages or broadcast busy tone pulses over a common
code/frequency control channel, realize transmitter—receiver
hand-shaking, facilitate power control and result in improved
spatial reuse. However, these approaches require extra hard-
ware complexity and usually assume a contention free control
channel.

“Clustering” in ad hoc networks has been extensively studied
in the literature. In particular, joint network clustering and MAC
design are studied in [15]-[17]. The scope of these papers is
quite different from ours in that they deal with realizing a clus-
tered network management structure above MAC layer to be
used over relatively long time scales. One of the novelties of this
work is inducing clustering in MAC contention processes So as
to enhance performance for CDMA-based ad hoc networks. Our
method dynamically structures clusters in the transmission pat-
terns during each packet transmission slot, i.e., on much shorter
time scales.

Main Contributions and Organization of the Paper: In
this paper, we investigate fundamental strategies to devise
efficient MAC protocols and exploit the tradeoffs among QoS,
energy efficiency and spatial reuse in CDMA ad hoc networks.
Detailed implementations are not in the scope of this paper.
In Section II, we introduce an appropriate model and notation,
which will serve to highlight the role interference plays in a
CDMA system. In Section III, we review some basic MAC
designs and discuss their ability to realize tradeoffs among QoS,
energy and capacity. Then, by studying an idealized contention
resolution mechanism, we identify a key feature of efficient
MAC protocols for CDMA-based ad hoc networks—clustered
packing of concurrent transmissions. We motivate the study
of a novel MAC design approach based on inducing spatial
clustering among contending nodes to further enhance spatial
reuse. To this end, we propose and analyze two distributed
algorithms that achieve such clustering in Sections IV and V.
Through analysis and simulation we are able to show substan-
tial capacity gains over simple random access/ALOHA-like
and RTS/CTS-based protocols, when clustering mechanisms
are properly optimized. In Section VI, we propose a multi-scale



YANG AND DE VECIANA: INDUCING MULTISCALE CLUSTERING USING MULTISTAGE MAC CONTENTION IN CDMA AD HOC NETWORKS 3

MAC clustering mechanism to enable transmissions with
different distances and support heterogeneous applications
QoS requirements, while still achieving efficient spatial reuse.
We present simulation results in Section VII and conclude in
Section VIII.

II. MODELING INTERFERENCE AND SPATIAL REUSE
IN CDMA SYSTEMS

A. Network and Traffic Model

We assume each network node has a single transceiver which
can either transmit or receive, but not both. Further we assume
explicit signaling is only feasible between a source-destination
pair, i.e., other nodes cannot decode signaling messages that are
not intended for them, but they can measure interference. Ex-
plicit signaling among all neighboring nodes will be costly to
implement or incur significant overheads in CDMA ad hoc net-
works. In Section III, we also consider MAC designs leveraging
GPS capability.

We adopt a simple stochastic geometric model for transmit-
ters and receivers in a multi-hop ad hoc network, in which we as-
sume there is no mobility in the time scale of transmissions. We
consider a homogenous offered load, captured by a homogenous
distribution of transmitters including source and relay nodes.
We assume that the set of transmitters are spatially distributed
according to a homogenous Poisson point process [18], denoted
by II = {X,,i € N}, with intensity A. Nodes are interchange-
ably referred to/by their locations. Each transmitter is assumed
to be sending to a receiver, that is assumed to be always available
at distance d. This assumption on receiver availability is reason-
able for the scenario where the transmit range exceeds the typ-
ical nearest-neighbor distance, i.e., a dense network. Later we
consider heterogeneous network with different relay distances
in Sections VI and VII. The choice of d captures the tradeoff be-
tween QoS and energy consumption. For delay sensitive traffic,
d should be large enough to ensure delay due to multi-hop re-
laying sufficiently small. For the best-effort traffic, d should be
the minimal distance that can maintain connectivity with neigh-
bors.

We capture wireless channel using a basic path loss model
where if a transmitter uses a power level p the receive power at
distance d is given by p,-(d) = p x d~°. The path loss exponent
« is typically assumed to be between 3 and 5. We consider all
transmissions using a fixed data rate with an associated target
SINR ¢ = [3/m, where (3 is some constant threshold associ-
ated with the data rate and m is the spreading factor. We model
the power control such that the receive power is a constant pg.
Therefore, transmission power depends only on the relay dis-
tance. Initially we consider a homogeneous network with fixed
relay distance d and transmission power p = pod®.

Throughout this paper, we assume a slotted system with
synchronous contention and transmission. We believe synchro-
nization is desirable to support efficient MAC scheduling in ad
hoc networks. First, data transmission and acknowledgements
(ACKs) are well protected after handshaking, which eliminates
the need for maintaining states, e.g., NAVs in 802.11 and [14].
Second, synchronous contention provides better priority access
mechanism enabling better QoS support than asynchronous

implementations, see e.g., [19]. Refs. [20] and [21] have shown
that network-wide synchronization is indeed feasible for a reso-
lution of a few microseconds, with or even without GPS enabled
reference points, and can be maintained for hours without re-
fresh. Although synchronization incurs extra overheads, such
as inter-frame spacing and state transition guard time, these
are typically measured in only a few microseconds versus
milliseconds for frame/slot length. Moreover, similar MAC
inefficiencies exist with asynchronous contention resolution in
which the required carrier sensing usually causes conservative
back-off both spatially and temporally [22]. Therefore, without
significantly compromising capacity or energy consumption,
synchronization offers many benefits that will warrant these
overheads. See also [7], [19], [23] for representative protocols
based on synchronized contention and the case for this not
being excessively costly.

In terms of performance, in this paper we will focus on spa-
tial reuse as measured by the transmission capacity [8]. It cor-
responds to the density of concurrent successful transmissions
achieved after MAC contention resolution. Transport capacity,
as defined by [1], can be obtained by transmission capacity by
with the data rate and mean relay distance. Other performance
metrics are not quantified in this paper. QoS support is addressed
by classifying different flows into different MAC scheduling
classes. Energy efficiency is addressed indirectly by reducing
outage and protocol overheads.

B. Characterizing Interference and Outage

A receiver sees the interference powers from other con-
current transmitters. For conventional DS-CDMA, outage
happens when the SINR at the receiver does not exceed a
certain threshold (. Conditioning on a typical receiver at the
origin O, the outage probability for a typical receiver p, (), d),
which depends on the intensity of transmitters and transmission
distance, is given by

o\, d) ~ o
Po(A,d) = P (Zx,enp|X’i|_a < <> ()

where | X;| denotes the distance from interferer ¢ to the receiver
located at the origin. Note we have neglected the role of ambient
noise since the capacity of a dense network is mostly interfer-
ence constrained. The outage probability for a transmission is a
critical to performance, because it not only represents a failed
transmission, but also, wasted energy, possible violation in QoS
requirements, and additional load on the network induced by re-
transmissions.

The outage probability is difficult to compute because the in-
terference term defined in (1), i.e., D" oy p|Xi| ™ does not
generally have a closed-form distribution. There are, however,
more intuitive ways to understand interference and outage in
this model. In particular, let us consider the rough geometry of
transmission and interference ranges.

Note that the aggregate interference is the sum of inde-
pendent, but non-identically distributed, random variables.
Neighboring interferers nearby a typical receiver contribute
very strong interference. Remote interferers may still po-
tentially contribute enough aggregate interference to cause



<45 Transmission Range
. |< {p Interference Range
<1 | @ Carrier Sensing Range

Narrow Band System DS-CDMA System

Fig. 2. The transmission range, interference range, and carrier sensing ranges
for an idealized narrowband and CDMA system. Since A — B requires no
concurrent transmission in the critical interference range r around B, C' — D is
not allowed in a narrowband system, but may be allowed in the CDMA system.

an outage although each transmitter only contributes a small
amount due to path loss. To quantify the neighborhood covering
nearby strong interferers, we define the critical interference
range 1 to be the largest distance from a receiver at which a
single interferer could be located and still cause an outage, i.e.,
the largest r such that

2)

In other words, a disc of radius r around each successful receiver
should contain no transmitter. Note that the suppression range
of radius 7 is only a necessary condition for successful reception
because remote interferers are ignored. However, as discussed
in the sequel, a suppression range of radius 7 is indeed close to
a sufficient condition.

There is a fundamental difference in considering interference
in a narrow band versus a CDMA system. As shown in Fig. 2,
r is usually larger than the transmission distance d in a nar-
rowband system. By contrast, in a CDMA system, r is smaller
than d if the spreading factor m is large. This allows one to
schedule concurrent overlapped transmissions, as long as there
is no interfering transmitter within a range r of another receiver.
Note that r depends on the transmission distance and associated
power control strategies and the level of allowable overlapping
depends on m.

Dumbbell Model—Modeling Concurrent Transmissions
and Spatial Reuse in CDMA Ad Hoc Networks: Interference
from nearby interferers within a distance r from a receiver, see
(2), provides a reasonable approximate abstraction for the rele-
vant source of interference, particularly when « is large. To see
this, let B(O, r) denote a ball centered at the origin O with a
radius . We let the event E; denote the occurrence that at least
one interferer is within B(O, r) which in turn would necessarily
cause an outage for a receiver at the origin. It follows that the
outage probability for a typical receiver p, (), d) is such that

po(A,d) > P(Ey). 3)
For a Poisson point process with intensity A, the probability of
E; is given by

po(/\7d) Z P(El) =1- e*)\ﬂ"r‘Q -1— e*)\WC:dz.
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Fig. 3. Effective capacity A, is maximized when p, = 0.5. The calculation is
based on the exact analysis for & = 4 case in [24]. Also shown are our outage
lower bound and its linear approximation, which are both close to the exact
analytical result in the low outage regime of p, < 0.5.

As shown in Fig. 3, in the low outage regime, the outage lower
bound associated with P(E;) is very accurate. One can show
the lower bound becomes tighter as « increases. In the sequel
we shall use a further approximate outage probability based on
linearizing this lower bound, i.e., p, (A, d) & 7d>A\(%/*. The ac-
curacy of the lower bound and its linearization are exhibited in
Fig. 3. The key point here is to support the intuitive abstraction
for interference and outage in a network where nodes are ran-
domly distributed and transmit at the same power level: nearby
interferers within an interference range r, given by (2), con-
tribute most of the outage, and thus considering only “nearby”
interferers is reasonably accurate. This allows to simplify vi-
sualizing how contention occurs among transmitters-receivers
pairs. As shown on the left panel in Fig. 4, each transmission
corresponds to a dumbbell with disks of radius 7 /2 at the trans-
mitter and receiver, connected by a bar of length d. A successful
transmission is modeled by a dumbbell without prohibited over-
laps, i.e., no transmit disc overlaps with a receive disc on either
end.2 Thus, as shown in Fig. 4, among the three contending
transmissions, only two transmissions can be successful. Spatial
reuse corresponds to realizing a high spatial density of dumb-
bells subject to at least satisfying the rules on overlaps. We only
use this dumbbell model to illustrate contention and later clus-
tering phenomena among transmissions. Subsequent MAC de-
signs will not be based on this dumbbell model and our simula-
tions will factor the actual interference seen by a receiver.

III. CHARACTERISTICS OF MAC CONTENTION

Let us reconsider the previous analysis results to understand
basic MAC protocols based on random access and contention
resolution schemes, from the perspective of the overall system
capacity, outage probability, and associated overheads. We will
show that they tend to be very inefficient. Further by considering
an idealized contention resolution mechanism, we will moti-
vate a novel approach based on inducing clustering among MAC
layer contenders.

2If two such disks overlap, then the associated nodes are within r of each
other.
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Fig. 4. On the left, contentions among three concurrent transmissions. On the
right, after contentions, only those two transmissions whose receivers do not
have prohibited overlap survive.

A. Random Access and Simple Contention Resolution MAC
Protocols Achieve Poor Spatial Reuse

We consider a simple model for a random access protocol
akin to those in [7]-[9], [24], with no carrier sensing or hand-
shaking. The lack of a coordination phase among concurrent
transmitter—receivers reduces overheads but increases the likeli-
hood of outage. Fig. 3 exhibits the tradeoff between the outage
probability p,(), d), the intensity of successful transmissions
As(A,d) = M1 = po(), d)) and the intensity of contenders .
By using the linear approximation discussed earlier we get the
following simple expression:

A\, d) & A (1 _ 7rd2)\§’%) . )
The contention intensity A which maximizes A;(\, d), say \*,
is roughly given by

2 2

1 [/1\*® 1 /1\*

Note from Fig. 3, to achieve a maximal capacity, one incurs a
high outage probability, roughly 0.5. This observation also holds
for the analysis in [9], wherein transmitters use a exponentially
distributed transmission power and outage probability at the op-
timal contender intensity maximizing the capacity is roughly
1 — e~! = 0.63. The key observation here is that maximizing
capacity using a random access MAC will require a high den-
sity of transmitters resulting in high spatial reuse but also a high
likelihood of outage.

When energy efficiency or delay is a concern, it is reasonable
to limit outage to a small likelihood. Define € to be the max-
imally tolerable outage probability. This places a limit on the
intensity of contenders A and intensity of successful transmis-
sions \,. Our previous work [8] showed that

2|

a—1 ¢

o md?

3

T 40 <A <
i

when all transmissions employ transmission power p for a fixed
transmission distance d. For small €, one obtains a fairly low
capacity which is only reasonable for networks supporting low
traffic loads. To summarize, we stress that for MAC protocols
based purely on random access can only achieve a moderate
spatial reuse but will incur a high outage probability and thus
poor energy efficiency.

Survivors of idealized
contention resolution

Contending transmissions  Survivors of random access
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Fig. 5. On the top left panel, an initial contending pattern of three transmis-
sions. On the top middle panel, only one successful transmissions under random
access protocol. On the top right panel, two successful transmissions under ide-
alized contention resolution scheme. On the bottom left panel, a realization of
contending transmissions in our simulation, and on the bottom right, transmis-
sions surviving an idealized contention resolution of prohibited overlaps.

To resolve the energy efficiency problem of random channel
access, more sophisticated protocols introduce carrier sensing
and contention resolution phases prior to data transmission.
Contention resolution defers certain contending transmitters
and ensures the receiver availability by exchanging signaling
messages, e.g., RTS and CTS, to achieve hand-shaking between
a transmitter and receiver and to suppress potential neighboring
interfering transmissions. Signaling messages can be quite
small relative to data packets and thus such mechanisms are
worthwhile to reduce outages on data transmission and save
on energy. However, a simple signaling scheme may not help
improve spatial reuse in a dense network. More improvement
on spatial reuse can be realized by proper back-off strategies
which are effective under light loads. However, considering
the much reduced interference range when using CDMA, see
Fig. 2, simple variations of RTS/CTS or carrier sensing based
narrowband MAC protocols are too conservative, leading to a
poor spatial reuse.

B. Idealized Contention Resolution Achieves Efficient Spatial
Reuse With a Clustering Pattern

Intuitively MAC contention resolution schemes “remove”
transmissions with prohibited overlaps. For example, consider
the realization of the contenders on the top left panel of Fig. 5.
In this case two receivers have a prohibited overlap and only one
transmission will be successfully scheduled by the RTS/CTS
handshaking scheme discussed earlier—see the middle figure
on the top of Fig. 5. Yet a sophisticated contention resolution
mechanism could achieve a better spatial reuse. For example,
an idealized contention resolution process might allow at least
one of prohibited overlaps to survive—i.e., remove dumbbells
with prohibited overlaps one at a time until no such overlaps
are left. A possible result with two successful transmissions of
such an idealized scheme is shown on the top right panel of



Fig. 5. A simulation of such an idealized scheme is shown at the
bottom of Fig. 5: on the left is a realization of contenders while
on the right is a subset of successful transmissions. Successful
transmitters and receivers tend to be clustered. Note that this
idealized scheme is much better in terms of spatial reuse than
simply removing all transmitter—receiver pairs with prohibited
overlaps, yet it would not be straightforward to implement in
a distributed system.

Our simulations systematically exhibit two key aspects of
contention-based MACs that have perhaps not been fully ap-
preciated. First, as shown in our earlier analysis to achieve a
high density of successful transmissions, i.e., a dense packing of
dumbbells, one needs to have a high density of contenders. As
a result, a significant number of transmitters will need to defer
due to contention resolution or see a high outage probability
under random access MAC protocol—roughly 50%. The second
observation is that successful transmitters and receivers are clus-
tered, in particular when efficient spatial reuse is achieved—see
the right panel in Fig. 5. This is a unique property of CDMA-
based ad hoc networks where receivers are capable of interfer-
ence averaging and thus can tolerate certain level of neighboring
interference. This suggests that by explicitly inducing spatial
clustering in contention mechanisms, one might further improve
spatial reuse. We consider this next.

IV. INDUCING CLUSTERING BASED ON A VIRTUAL GRID

One can consider inducing spatial clustering of transmitters
in many ways. To show the benefit of inducing clustering, let us
first consider an idealized deterministic placement. Following
this, we propose an approach assuming that nodes contend syn-
chronously and are aware of their locations. These capabilities
are used to directly generate a spatial clustering of transmitters
and receivers. Finally, in the next section, we assume nodes are
able to monitor interference levels to roughly infer relative lo-
cations of other contending nodes and use signaling stages to
achieve clustering of transmissions. We use these two represen-
tative distributed mechanisms to exhibit the benefits of inducing
spatial clustering in a practical system.

A. Idealized Deterministic Clustering

The pioneering work of [25] showed that optimal spatial reuse
can be achieved by placing transmitters on a regular triangle
grid. We shall extend their result to a CDMA ad hoc network
where optimal spatial reuse is achieved by clustering. Although
it is non-trivial to find the optimal clustered placement with in-
terference from all sources being considered, the goal of this
section is to show the deterministic clustered placement of trans-
mitters/receivers on a regular grid is compact and thus leads to
very efficient spatial reuse.

Assume we are free to select both the locations and states,
e.g., transmitter or receiver, of nodes. Specifically, as shown on
the left in Fig. 6, we assume tight clusters of transmitters and
receivers are placed at the centers of cells in a regular triangular
grid of size iﬁdQ according to a checkerboard pattern. Each
transmitter is assumed to transmit to a distinct receiver in one
of the three neighboring cells at a fixed distance d. The number
of nodes n within each cluster will be determined to ensure all
transmissions are successful. Let 7¢ denote a set of locations in
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Fig. 6. On the left, an idealized deterministic placement on a triangular grid.
On the right, a clustering of randomly located nodes in a random virtual square
grid with an example of typical routing patterns marked with hollow-headed
arrows.

R2, corresponding to n-clustered transmitters in this checker-
board configuration. In order for a receiver located at origin to
successfully receive from a transmitter at Xy, | Xo| = d, one
must have
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Fact 4.1, below, states this constraint in terms of a maximum
allowable number of transmit nodes per cluster.
Fact 4.1: Under the clustered triangular grid placement of

transmit nodes ﬂg, and o > 2, a maximum number of nodes
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can be placed while ensuring no outage. This gives a density of

successful transmissions of Ay = —= et | O

3v/3d2 | k(@)

This fact is shown through a brute force calculation of the ag-
gregate interference offered by transmitter clusters in 7¢ at var-
ious distances from the origin, which equals nk(a)d~*p. Since
k(«) = 3 this suggests we need only consider the interference
due to the 3n nodes which are a distance d from the origin, in
particular when path loss is severe. One can expect similar re-
sults for other regular grids, e.g., for a square grid k() = 4 be-
cause each receiver is surrounded by four neighbor transmitter
clusters. Thus, in the Section IV-B we will only focus on inter-
ference from the nearest clusters.

Comparing the best achievable spatial density of successful
transmissions for randomly distributed MAC versus our ideally
clustered grid, i.e., (5) to Fact 4.1, we have an approximate gain

167

factor of Wk(a)C%il’ e.g., when o = 4, m = 128 and 8 =

10 dB a 10-fold increase in capacity without outage!

B. Inducing Clustering Using GPS Capability

In practice, one cannot choose the placement of transmitters
and receivers. Yet for a homogeneous distribution of transmit-
ters wishing to send a distance of roughly d one can approximate
this pattern. For example, suppose that nodes are location aware
and can determine their location relative to a known virtual grid
of span d whose location evolves in a “random” but known
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manner with time. This can be achieved with GPS-capable syn-
chronized nodes, that share a randomization seed driving the
evolution of the grid—[7], [23], [26] have used this shared seed
idea to allow nodes to infer other nodes’ states. Given this in-
formation and an a priori convention, a node can determine if
it lies within a current transmitter/receiver cluster. For example,
in a square grid, as shown on the right of Fig. 6, we assume for
now that nodes within a transmitter cluster transmit/relay to re-
ceivers in a neighboring receiver cluster.

Furthermore, we let the parameter s determine the spatial
scale of clustering and thus proximity of clustered nodes. Note
that nodes that do not fall in either a transmitter or a receiver
cluster region can defer, e.g., enter the sleep mode, unless they
are sources or sinks.3 “Random moving” of the grid happens in
much slower time scale than transmission slots to balance loads
and energy consumption. If s is too small, each cluster will con-
tain but a few transmitters and we may under-utilize the avail-
able capacity. If it is too large, there may be too many trans-
mitters and/or interference variability (due to increased prox-
imity), resulting in outages at receivers. One may consider what
is a good choice for s given the intensity A of the Poisson point
process I of active nodes.

C. Performance of Virtual Grid Approach

Let us first evaluate the outage probability of a receiver at
the center of a receiver cluster and use this as an approximate
estimate for the outage probability of a typical receiver. As for
the deterministic placement, we will focus on the nearest four
transmit clusters as the source of interference. Using Campbell’s
theorem, see [18, ch. 4.1, 4.3], we can evaluate the mean and
variance of the interference as follows.

Fact4.2: LetY denote the aggregate interference power level
from the four transmit clusters closest to origin in a regular
square grid, i.e.,

Y(\dos)= Y 1(XinA(s) #0) x p|Xi| ™

X;ell

where A(s) = U,— 1, U;=_1 1 B((ixd, jxd), s) is the union
of these transmit cluster discs of radius s which are closest to the
origin. Then

E[Y]:)\/p|x|—ﬂda:7 Var(Y) = A / p2|z| =2 da.

A(s) A(s)

O

Assuming Y is approximately Gaussian,* the outage proba-
bility for a receiver located at the origin is given by

L E[Y]

3This requires a routing protocol to give special considerations to the first
and last hops, e.g., the first hop of the typical route on the right of Fig. 6, which
should also require a proper power control.

4Y" is a linear sum of random variables, which represent the interference con-
tributed by the strong interferers in neighbor cells. Because the expected number
of such interferers is large in a dense CDMA network, we approximate Y ’s dis-
tribution to be Gaussian.

Capacity normalized by 2d?

Capacity normalized by 2d%, m/B = 50
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—— virtual grid clustering
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Fig. 7. On the left, a comparison of capacities of different schemes. On the
right, the max capacity improves in both Ad? and 1/¢.

Note that p, (A, d, s) increases in both A and s, i.e., the number
of interferers. Suppose each transmitter finds a distinct receiver
and thus there are no collisions due to concurrent transmissions
to a receiver. Then for a fixed A and d one can consider opti-
mizing the cluster scale s so as to maximize the mean number
of successful transmitters per cluster. Let n* denote the max-
imal mean number of successful transmissions per cluster, i.e.,
given by

n*(\d) = max {Ars? (1 —po(X,d,s))|s >0} (7)
and let s* denote the optimal s maximizing (7). The transmis-
. . . . c1:ont(Ad)

sion capacity, see Section II, in the case of square grid is —73
We consider two regimes corresponding to different node den-
sity.

Regime 1—High Node Density: In this regime, Awd? is
larger than 1/, resulting in an optimal clustering scale s* < d,
i.e., nodes are clustered closely around the center of each cell.
This is akin to the deterministic placement considered earlier.
However, each cluster will have a random, Poisson distributed,

number of nodes with mean A7 s*2. In this regime, Fact 4.2 gives

E[Y] = 4 rs*?pd™ and Var(Y) = 4 ws*?p*d =2,

We can in turn estimate the outage probability using (6). Note
this optimization problem of (7) depends only on Ars?, the
mean number of contending nodes per cluster.

As shown on the left panel of Fig. 7, in regime 1, the capacity
achieved is close to the case of idealized deterministic place-
ment. As shown on the right panel in Fig. 7, in this high den-
sity regime, we again obtain a transmission capacity that grows
roughly linearly in 1/¢ as in the case of idealized deterministic
placement, leading to a significant improvement over random
access/ALOHA protocols, on the order of ( (2/2)=1 or around
700% when ¢ = 1/50, a = 4.

Regime 2—Low Node Density: In general if the intensity of
active nodes is not high, the optimal choice of s* will become
comparable to d, i.e., one needs to increase the cluster scale so
that a sufficient number of nodes can be scheduled. This case
is difficult to study analytically because the distribution of the
interference is affected by both the variability in the number of
nodes per cluster, and the increased interference variability due
to their larger set of possible locations. To better understand
this regime, we numerically solved the optimization problem
(7) when o = 4. As shown on the left of Fig. 7 in the low



density regime, if the spatial intensity A is too small and there
is not a sufficient number of nodes inside each cluster of size
s, this negatively impacts the capacity. As A grows larger, the
capacity improves but the improvement eventually is marginal.
Even in this regime, the achieved capacity is still significantly
larger than random access/ALOHA. As shown on the right of
Fig. 7, the capacity improves in 1/¢ sub-linearly but closer to
linearly when Ad? is larger.

Summary—Virtual Grid Mechanisms: Note that (not
shown in Fig. 7) for both high density and low density regimes,
the outage probability is significantly lower at the operating
point achieving the highest transmission capacity, e.g., only
about 5% compared with the outage probability of 50% in
random access/ALOHA-like protocols, and this improves in
m. When o — 2, the capacity gain becomes marginal and
independent of m. However, the benefit of low outage remains
significant.

An ad hoc network may have a non-homogenous spatial den-
sity of nodes or traffic. Thus, it would be desirable to let the
clustering scale adapt to such inhomogeneities. A straightfor-
ward approach would be to modify our virtual grid mechanism
such that each cell ¢ has a different cluster scale s;.

Thanks to GPS capability, the virtual grid approach achieves
both good capacity and energy efficiency. For example, nodes
that are not covered by the transmit or receive cluster areas, can
put themselves to sleep, until the grid moves. Furthermore, the
overheads are low because nodes can infer locality of traffic and
thus contention or signaling are not required, except that colli-
sions where two or more transmitters send to the same receiver
must be avoided. Collisions should be unlikely however, since
the corresponding routing protocol should take advantage of
long relay distances to achieve load balancing. The achievable
capacity is close to that achieved by an ideal deterministic place-
ment. Note that relatively low spatial intensity compared with
the spatial scale d may negatively impact the overall capacity
because it prevents this mechanism from effectively inducing
clustering.

V. INDUCING CLUSTERING VIA MULTISTAGE CONTENTION

Contention resolution and handshaking-based protocols in-
duce clustering among scheduled nodes; see Fig. 5. One might
ask how practically these mechanisms should be designed and
optimized for this purpose. We start with the case where nodes
use a common transmission distance/power and then consider
the case where they use heterogeneous transmission distance/
power.

A. A Multistage Contention Protocol

Let us consider inducing clustering through a modified syn-
chronous multi-stage RTS/CTS mechanism. Consider a two-
stage example with the timing diagram shown in Fig. 8.

Stage 1 handshaking: In Stage 1 a subset of transmitters per-
form the three-way handshaking with their intended receivers,
i.e., RTS, CTS, followed by an additional “confirmation” RTS
message. Only transmitter—receiver pairs who successfully ex-
change the three messages survive the first stage. These survivor
pairs serve as “seeds” for clusters in the subsequent handshaking
stage(s).
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Stage 1 Stage 2

handshaking handshaking

/
RTS ldle or data

Nodes choose to !
RTS | CTS optional RTS/CTS 0

contend at Stage-1 !

ACK;

/
RTS ‘ CTS ‘ RTS | data
J1

Monitor
interference

Nodes choose to
contend at Stage-2

ACKl

Fig. 8. Timing diagrams of a two-stage contention MAC with the top for
Stage 1 transmitter/receiver and the bottom for Stage 2 transmitter/receiver.

Stage 1 monitoring: During Stage 1 contention, potential
transmitters and receivers® not participating in the first stage
handshaking process synchronously monitor interference
levels, for which they can indeed distinguish RTS and CTS
time slots. Doing so permits them to evaluate their proximity to
surviving Stage 1 transmitters and receivers.

Stage 2 handshaking: In Stage 2, transmitters that sensed a
“strong” (see below) CTS signal in Stage 1 do not participate
in Stage 2, i.e., are suppressed since they would likely interfere
with the a successful Stage 1 receiver. Similarly a Stage 2 re-
ceiver which successfully receives an RTS from a transmitter,
will only send back a CTS, if during Stage 1 it did not sense
a “strong” confirmation RTS signal. Thus, the role of Stage 1
“confirmation” RTS is to signal receivers in the Stage 2 that
they will be interfered with and thus to suppress their CTS. This
process can be carried out through multiple stages to achieve
a higher level of spatial reuse. For example, survivors of Stage
1, might also concurrently participate in Stage 2 with RTS/CTS
exchange, permitting actual Stage 2 contenders to estimate ag-
gregate interference.

We need to formally define thresholds which are used to de-
cide when signals should be deemed strong enough to result in
suppression. The critical range analysis, see (2), suggests that a
single interferer will cause outage for a transmitter—receiver pair
using transmit power level p over a transmission distance d, if
the interference as seen at the receiver exceeds %. To tol-
erate measurement uncertainty in the interference, we introduce
a backoff factor ¢, where 0 < ¢ < 1 and thus a signal will be
deemed strong if it exceeds ¢ x “I’Tﬂ Note that ¢ should be close
to 1 otherwise we may be too conservative in utilizing available
capacity. For purposes of visualizing this with ‘dumbbells’ and
analytically studying clustering phenomenon later, we calculate
the clearance range r. around transmitters and receivers to be
re = ¢ x ¢ *d.

The assumption of equal transmission power is important for
the protocol designs in Fig. 8. Our multistage contention pro-
tocol allows transmitters and receivers to contend in the same
fashion in terms of transmission power and back-off threshold.
Given a clustering pattern of successful transmissions, this sym-
metry in contention induce clustering among not only receivers
but transmitters, which can be observed on the right panel of
Fig. 9. Thus, transmissions in both directions, i.e., RTS/DATA
and CTS/ACK, will succeed. Thus, we can allow Stage 1 con-
tenders to participate in Stage 2 contention and we need only
a single ACK slot for all transmissions contending at different
stages. We will see in the sequel that when transmission power

5Those who will not be active at this cycle do not need to monitor, which is
more efficient than [14] in which all nodes have to do consistent monitoring.
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Fig. 9. On the left, contention result of successful transmitter—receiver pairs,
which serve as cluster “seeds” for Stage 2. On the right the contention result after
Stage 2, in which transmitters/receivers are indeed closely clustered with stage-1
transmitters/receivers and this significantly increases the overall clustering level.

A-B exchange RTS/CTS.
C-D, E-F monitor.

Incrementally schedule C-D.
E-F backs off.

Fig. 10. Multistage contention achieves clustering by spatial packing.

levels are heterogeneous, extra considerations are needed for the
protocol design.

As exhibited by the simulation in Fig. 9, nodes that survive
Stage 1 only achieve “weak” clustering while Stage 2 survivors
are dense and clustered. In the sequel, we will analyze the mul-
tistage contention process and answer the following questions:

* How does Stage 1 simple contention realize initial weak

clustering and interact with subsequent stages to realize
these gains?

e What is the capacity gain provided by multistage con-

tention process and how should it be optimized?

B. How Does Multistage Contention Lead to Clustering?

The basic intuition of inducing clustering with multistage
contention is to let initial contenders in Stage 1 generate a spatial
reuse pattern which serves as seeds for subsequent contenders
to further enhance the clustering pattern. The back-off strategy
based on RTS/CTS power level is visualized in Fig. 10 with our
dumbbell model, i.e., subsequent transmitters or receivers will
back-off if they have prohibited overlaps, e.g., E is too close to
B and senses a strong CTS. On the other hand, subsequent trans-
mitters/receivers clustering with existing transmitters/receivers,
e.g., C is close to A, are likely to be able to contend and suc-
ceed. Thus, with multistage contention, we spatially “pack’ sub-
sequent transmissions by clustering them with existing trans-
missions scheduled in previous stages.

“Weak” Clustering From Stage 1: To quantify the clus-
tering effect after Stage 1, we will consider, given a successful
receiver at the origin, what is the intensity of other successful
receivers around the origin after Stage 1. “Clustering” means
the intensity of successful receivers should be higher close to
the origin. Let (V) and A\(?) denote the intensity of contending
transmitters in Stage 1 and 2 respectively. Consider a receiver

= Conditional success prob: 1-Ps
=== Unconditional success prob: 1-Po

4
[}
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Fig. 11. On the left the area a(x) for obtaining outage lower bound condi-
tioning on a successful receiver at O. On the right given the intensity A of con-
tending transmitters, the upper bounds for 1 — p,(x), the success probability
of a receiver at distance = conditioning on a successful receiver at O, and the
success probability 1 — p, (A, d) without conditioning. For p, (A, d) and A* see
), (5).

that succeeds Stage 1 and suppose it is located at the origin O.
Since it was successful during Stage 1 it must have cleared a
disc of radius r. of transmitters around it. Now conditioning
on this receiver contending transmitters outside the disc are still
homogenously distributed with intensity A(1). Specifically let
us evaluate the intensity of successful receivers within the ball
B(O,r.) centered at the origin. Fact 5.1 summarizes the results
in this regard.

First denote a(z) to be the area of B(z,r.) \ B(o,r.) as
shown on the left of Fig. 11, which is the interference region
of a receiver located at x, uncovered by the interference region
of a given successful receiver at O. One can calculate

a(z) = 2? [wsinf + 2w (1 — 0)] — 772

with w = r./x and cos§ = z/(2r.).

Fact 5.1: Consider Stage 1 contention of the multi-stage
mechanism described above. Conditioning on a successful re-
ceiver at the origin O, the intensity of other successful receivers
AL (z) within the disc B(O, r..) at distance x from the origin is
roughly given (upper-bounded) by /\gl)(x) = D1 - py(x)),
where ps(x) = 1 — e=*"a(@) is the probability that a receiver
a distance z, 0 < = < r., from the origin, is suppressed by one
or more Stage 1 transmitters within the area a(x).

Proof: The above result is similar to that used to compute
the outage lower bounds. Consider a receiver located a distance
x from the origin. The receiver will survive Stage 1, if it has
no transmitters within a ball of radius 7. of itself. As shown in
Fig. 11, part of this ball has already been cleared of transmitters,
since a successful Stage 1 receiver lies at the origin. Thus, our
candidate receiver will be successful if there are no transmitters
within the region B((x,0),r.) \ B(O,r.) whose area is given
by a(z), with the probability of this occurring given by 1 minus
the probability that a homogenous Poisson point process places
no points in a region of area a(x). It then follows that the inten-
sity of Stage 1 receivers within B(O, r.) which are sent RTS’s
by transmitters outside this disc is also homogenous and has in-
tensity A1) for 7. < d/2. ]

Fact 5.1 shows that given a successful receiver at the origin,
the probability that another Stage 1 receiver at distance = away



from it, is successful decreases quickly with distance. There-
fore, the conditional intensity for the point process of other suc-
cessful receivers within B(O, r.) has a non-homogenous inten-
sity /\,9)(:17) decaying in z as shown on the right in Fig. 11,
leading to clustering of successful receivers. This decay is more
significant when the intensity is higher. Since Stage 1 is es-
sentially a random access stage, which generates seeds for ad-
ditional clustering in subsequent stages, one can try to opti-
mize the overall clustering by first generating a maximal number
seeds, e.g., using the optimal contention intensity in (5).

Optimizing the Additional Clustering Realized by Stage
2: Once Stage 1 transmitter—receiver pairs are scheduled, they
suppress nearby Stage 2 receivers and transmitters respectively.
Thus, the point process of Stage 2 transmitters that will con-
tend depends on the process of successful Stage 1 receivers—it
no longer corresponds to a homogeneous Poisson point process.
Nevertheless, in the sequel, we assume a homogeneous Poisson
point process for the purpose of computing the void probability,
and show via simulation that this is a fairly good approximation.
Consider Stage 1 successful transmitters with density )\gl), and
a successful Stage 1 receiver located at the origin. Assuming that
the Stage 2 transmitters which contend outside the ball B(o, r.),
are reasonably well approximated by a homogenous Poisson
point process with intensity A(®), we can reuse the approach
underlying Fact 5.1. Specifically the expected number of suc-
cessful Stage 2 receivers clustered within the ball B(O,r.) of a
Stage 1 receiver is approximately

/)\(2)6_()‘(2)+)‘gl))a<m)27rxd:v. )

To maximize (8), i.e., maximize spatial reuse, one can determine
the optimal A(®) ~ 5/8r2. Subsequently, the mean number of
successful Stage 2 receivers around a successful Stage 1 receiver
is roughly 0.9, i.e., we get roughly a 90% improvement on the
capacity at the second stage and the expected number of suc-
cessful receivers per cluster to be roughly 1.9. Our simulation
results match this analysis quite well.

In summary, to maximize the capacity and achieve optimal
clustering, the density of the contending transmitters should be

1 /1\= 5
A(l)z2wd2 (Z) and /\(Q)z@ )

respectively. Depending on the choice of ¢, A(® is typically 2-3
times of A(). Because Stage 1 creates “seeds” for Stage 2 clus-
tering, the second stage is able to handle a fairly high density of
contenders. Overall, unlike Stage 1, the system capacity is not
as sensitive to the intensity of Stage 2 contenders, because only
transmitters who know they will not severely interfere a Stage 1
receivers will perform Stage 2 signaling. The above results ex-
hibit the robustness of the proposed two stage signaling.

In the implementation of a multi-stage contention MAC
protocol, to achieve an optimal contention density at each stage
without centralized control, nodes participate in each stage
based on certain probabilities as in a random access slotted
ALOHA and update their contention probabilities according
to interference levels or contention results. The rule of thumb
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Fig. 12. A hidden terminal problem when aggressive power control exists.

should be to manage the contention probability of Stage 1 such
that collision probability is below 0.5 and then choose Stage
2 contention probability 2-3 times of the Stage 1 contention
probability. Thanks to the multi-stage design, performance is
not very sensitive to suboptimal choices in contention probabil-
ities as shown in our simulations. The overhead of multistage
contention is comparable to simple RTS/CTS-based protocols,
because most of the performance gain is achieved by including
only two stages as shown in our simulations.

VI. HANDLING MULTI-CLASS OR NON-HOMOGENOUS
TRAFFIC AND NODE DISTRIBUTIONS WITH MULTI-SCALE
CONTENTION AND CLUSTERING

A. Why Contention With Heterogeneous Power is Challenging

A realistic network may support transmissions with different
relay distances for the following reasons. First, spatial intensity
of nodes may be heterogenous and nodes may need to use dif-
ferent distances to maintain connectivity. Second, applications
sharing the network may have different QoS requirements and
possibly require different relay strategies, e.g., relaying on dif-
ferent spatial scales, see the discussion of spatial multiplexing
and Fig. 1 in Section I. Third, the network may consist of hetero-
geneous devices with different transceiver capabilities. In this
case nodes should use power control to choose transmit power
levels corresponding to the desired relay distances. Note that
such open-loop power control geared at achieving performance
or service differentiation is initiated by users/applications and it
is different from the power control based on closed-loop feed-
back which is intended to ensure successful transmission by
compensating for channel variations.

Inducing spatial clustering to achieve high spatial reuse
faces additional difficulties in this context. First, monitoring
nodes cannot correctly infer what the interference regions of
contending nodes in the previous stage(s) are, given a mixture
of heterogeneous transmissions with different power levels.
This suggests transmissions with similar power levels should
contend together. Second, contention at different power level
does not fully solve the hidden node problem. As shown in
Fig. 12, transmissions with low power and short range, e.g.,
A — B, perform RTS/CTS handshaking before transmitting
actual data. However, long-range transmissions with strong
power like C' — D may still severely interfere with low-power
transmissions because C' may not sense RTS/CTS from A or B.
This suggests transmissions with higher power should contend
before transmissions with lower power.

B. A Multi-Class Multi-Stage Contention Protocol

One approach to deal with this problem is via a multi-class
and multi-stage contention process. The basic idea is to allow
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Fig. 13. Multiscale multistage contention protocol requires separate ACK slots
for each contention stage.

transmissions with higher transmission power to perform hand-
shaking first so as to enable transmitters and receivers in subse-
quent stages to detect their RTS/CTS and correctly estimate in-
terference regions. Specifically, consider a network where nodes
use one of k possible relay distances d;, ¢« = 1,. .. k satisfying
d1 > dy ... > dj each with an associated transmit power level
pt,i=1...k. Suppose these power levels are pre-defined such
that typically the receive power are the same, e.g., pi = pod?.
Note that this is an idealized model and we will discuss imper-
fect power control versus relay distance later. In the sequel we
refer to nodes which choose relay distance d; to be of class .
Our new contention protocol is a variation on the multi-stage
RTS/CTS/RTS process considered earlier. As shown in Fig. 13,
we assume that only class ¢ nodes perform handshaking at Stage
1 based on monitoring interference levels for stages 1,...72 — 1
and thus inferring whether they will interfere with, or be inter-
fered by, contenders in previous stages, by taking into account
predefined power levels used at each stage.

The intuition for this choice is that by allowing only a given
class to contend at a particular stage, nodes monitoring the
process can obtain reasonable estimates of the proximity of
contenders based on a priori knowledge of their transmitting
power levels and the received interference levels. Furthermore
the ordering in which classes contend (based on transmission
distances) is enforced because if # < 7 then the packing
achieved by class ¢ is likely to be less dense than that of class
7. This ensures that long-range transmissions are effectively
packed prior to committing to short range ones. This is akin
to packing large “objects” first and then squeezing the smaller
ones as appropriate within the gaps. This ordering also ensures
a contender will hear the signaling of all relevant contenders
with higher transmission power in previous stages, which
solves the hidden terminal problem even under heterogeneous
transmission power levels.

This approach achieves a multi-scale clustering and high spa-
tial reuse of successful transmissions. Fig. 14 exhibits a real-
ization of a two-class scenario. Transmissions with long relay
distances and larger interference regions are scheduled in Stage
1, while transmissions with shorter relay distance are scheduled
in Stage 2. As can be seen, in addition to clusters of receivers
for both classes of transmitters, additional fine scale clustering
of short range transmission fill the void area remaining after
Stage 1.

In the case where nodes use heterogeneous transmission
power levels, we can no longer allow all nodes to contend or
ACK together as we did in a homogeneous network as shown in
Fig. 8. This is because the desired multiscale clustering pattern
for nodes with heterogeneous power levels is biased toward
inducing receiver clusters. By clustering receivers along with
proper power control corresponding to different transmission
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Fig. 14. On the left, the resulting transmitter—receiver pairs of a multi-stage
multi-class contention protocol’s Stage 1 contention among nodes relaying
delay sensitive traffic, i.e., using longer relay distances and thus having larger
interference ranges. On the right the resulting transmitter-receiver pairs for
Stage 1 and 2 for a multi-class multi-stage contention protocol. Note how
the short-range transmissions cluster around Stage 1 receivers as well as
independently in voids left during Stage 1.
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Fig. 15. A typical multi-scale clustering pattern, in which receivers are likely
clustered but transmitters may not. On the left, when receiving RTS/DATA, all
receivers achieve similar receive signal power and SINR with power control.
On the right, when receiving CTS/ACK, transmitters achieve uneven SINR if
power control is in place.

distances, i.e., p! = po x d®, receive signal power and interfer-
ence power across nodes will be similar. Thus, receivers will
achieve similar SINR, as shown on the left of Fig. 15, and all
successfully receive, assuming a fixed data rate for all nodes.
However, for CTS/ACK signaling messages in the reverse
direction, concurrent transmissions with power control lead
to uneven SINR at the destinations, with nodes close by the
receiver cluster overwhelmed by high power interference and
suffering a very poor SINR, as shown on the right of Fig. 15.
For this reason, we need separate contention and ACK slots for
each class.

In summary, the multi-class multi-stage contention protocol
can also handle the general case where transmission distances
are randomly distributed, e.g., nodes in class ¢ may have any
relay distances in [d;_1,d;]. The variation of transmission
power/distance even within the same class can negatively
impact performance. We mitigate this problem by sending
CTS/ACK at some maximal power level, e.g., pod$* for class i.
Thus, CTS/ACK will be received by transmitters with roughly
equal SINR and succeed with high probability. Indeed, here we
mimic the power control strategy used by cellular networks with
receiver clusters corresponding to base stations, transmitters
corresponding to mobile terminals, RTS/DATA corresponding



to reverse link using variable power and CTS/ACK corre-
sponding to forward link using equal power. Simulations show
that this typically leads to more than 10% performance gain.

C. Overhead Analysis

In a multi-class scenario, since each contention stage leads
to a significant improvement of spatial reuse, the overhead
from multi-stage contention has negligible impact on system
capacity. However, the energy consumption associated with
contention overhead should be considered carefully. Here
we present a brief discussion. Define ¢.,,t to be the duration
of each contention stage, ¢,; to be the duration of payload
transmission time and ¢, to be the duration of ACK slot.
Assume the energy consumptions for receiving/monitoring and
transmission are all 1 unit, which represents the worst case
since monitoring typically consumes less energy than transmis-
sion. For class j, nodes spend a fraction of mirﬁ in
total energy consumption to perform multi-stage contention.
Overall, the fraction of energy consumption associated with
contention overhead in the proposed protocol is sub-linear in
the number of QoS classes supported in the network. The inter-
esting observations here are: 1) increasing payload duration ¢,
i.e., frame length, reduces overheads but incurs longer delay per
hop, and 2) reducing the number of stages/classes also reduces
overheads but leads to heterogeneity in each class and thus
hurts capacity. Once again, a network design has to achieve a
good tradeoff among capacity, QoS and energy consumption.

VII. PERFORMANCE EVALUATION

We shall compare the performance of multistage contention
with existing MAC protocols.

Our multistage contention scheme in a network with homo-
geneous traffic has three stages, with the first two stages being
identical to the two-stage version discussed in Section V-A and
the last stage consists of retries by those who fail in the previous
two stages.

Our multi-class multi-stage contention scheme in a network
with heterogeneous traffic of two classes, has the same imple-
mentation discussed in Section VI-B.

Simple random channel access is the same as discussed in
Section III, where all intended transmissions transmit together
without signaling or contention resolution.

Serialized contention resolution is an idealized scheme de-
rived from [14]. We assume transmissions contend one at a time.
Each transmission in contention checks the SINR margin of
existing transmissions and the contention is successful if this
transmission can succeed without causing outage to existing
transmissions. We further assume transmissions never stop. This
can be visualized as packing transmissions one by one into the
system by checking their feasibility. This scheme can be shown
to be Pareto optimality and it offers an optimistic upper bound
on the performance of [14], because it assumes signaling mes-
sages are always successfully received, the network is saturated
with ongoing transmissions, and thus ACK protection can be ig-
nored.

We fix the path loss exponent o = 4 and the SINR threshold
¢ = B/m = 10/512. We generate transmitters according to a
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Fig. 16. Performance comparison of different configurations for contention
probability in a homogeneous network.

Poisson point process in a 600x 600 rectangle area, and asso-
ciate corresponding receivers at certain distance with random
angle. At each round, different MAC schemes are applied to the
same realization of nodes. Each performance point is an average
of 50 rounds. We only consider nodes falling inside a margin of
150 to eliminate edge effects.

We shall first use simulation to show the robustness of our
multi-stage protocol when varying contention probabilities at
each stage. We consider a simple two-stage contention protocol
in a homogeneous network with the same transmission distance
d = 20. We increase the density of contending transmissions
from 0.25\* to 3.5\*, see (5). We assume when a node chooses
to contend, with probability p; it will contend in Stage 1 and
otherwise it will contend in Stage 2. We consider the following
cases p1 = 1/3, p1 = 1/2, and p; = 2/3. We plot the number
of successful transmissions after both Stage 1 and 2. As shown
in Fig. 16, the performance is indeed insensitive to suboptimal
contention probabilities particularly when the network is lightly
loaded. Overall, it conforms to the analysis that Stage 2 should
allow more contenders than Stage 1 for the best performance. It
appears that p; = 1/3 is a good choice and we will use this in
the sequel.

In the sequel, we examine the spatial reuse achieved by dif-
ferent schemes in the following three scenarios.

Scenario 1. A homogeneous network where all transmissions
have the same relay distance d = 20. We increase the den-
sity of contending transmissions from 0.25A* to 3\*, see (5).
Nodes randomly choose Stage 1 with probability 1/3 and Stage
2 with probability 2/3. Those who fail both Stage 1 and 2 retry
in Stage 3.

Scenario 2. A heterogeneous network with two classes of
traffic. Class 1 has relay distance d; = 20 and class 2 has relay
distance do = 10. We fix the density of class 1 contending trans-
mitters to be \*(d;). We vary the density of class 2 contending
transmitters from 0 to 4\*(ds), i.e., increasing the heterogeneity
in the network.

Scenario 3. A heterogeneous network with transmission dis-
tances uniformly distributed between [10,30]. We assign trans-
missions with distance between [10,20] to be class 1 and the rest
to be class 2. All other settings are the same as in Scenario 2.
Scenario 3 captures the behavior of a realistic network where
receiver availability causes variation among relay distance.
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Fig. 17. Performance comparison of different MAC schemes in a homogeneous network.

In Scenario 1, as shown on the left panel in Fig. 17, we plot
the number of successful transmissions achieved by different
schemes. For multistage contention scheme, we plot the overall
successful transmissions achieved at the end of each stage. The
serialized contention resolution scheme has the best perfor-
mance and random channel access has the worst performance.
As discussed before, Random channel access is sensitive to
the contention intensity and there is some optimal contention
intensity to achieve the best performance, e.g., in Fig. 17 this
happens when the contention intensity is roughly 1.2\*, see
(5). Beyond this point, throughput collapse happens for random
channel access. The performance of multistage contention
scheme is within 85% of the serialized contention resolution
but remains much better than random channel access, which
is very impressive because it does not rely on the assumptions
made for the serialized contention scheme. In this simulation,
multistage contention is properly configured by choosing the
stage 2 contention intensity to be approximately twice of that in
stage 1. Stage 2 achieves most of the performance gain, which
indicates that our multistage protocol can be implemented with
only two or three stages, i.e., a relatively low overhead, without
compromising potential performance.

In Scenario 2, we only compare the serialized contention res-
olution and our multi-class multi-stage contention protocol dis-
cussed in Section VI-B. We measure the total number of suc-
cessful transmissions achieved by both protocols. As shown in
the middle panel of Fig. 17, when there is more heterogeneity
in the network with more class 2 transmissions, our multi-class
multi-stage contention protocol outperforms the serialized con-
tention resolution significantly, which is in contrast with the first
simulation in which all transmissions have the same relay dis-
tance. The reason is that when transmissions with heterogeneous
relay distances contend in a random order, even the serialized
contention resolution no longer leads to a desired spatial reuse
pattern, e.g., a multi-scale clustering shown in Fig. 14, as trans-
missions with different relay distances tend to block each other.
Thus, in a heterogeneous network, the multi-class multi-stage
contention protocol is particularly attractive to achieve efficient
spatial reuse by inducing multiscale spatial clustering.

In Scenario 3, as shown in the right panel of Fig. 17, we again
observe our multi-class multi-stage contention protocol signif-
icantly outperforms serialized contention resolution. Note that
due to variations in the transmission distances across and within

classes, the number of successful transmissions is lower than
Scenario 2. Also observe that multi-class multi-stage contention
provides better fairness and QoS guarantees. When we increase
class 2 traffic, the performance of class 1 is compromised in seri-
alized contention, while class 1 is not affected in our multi-class
multi-stage contention thanks to synchronous contention.

VIII. CONCLUSION

In this paper, we have considered MAC design for ad hoc net-
works based on a CDMA physical layer. Our interests in con-
sidering such networks are multiple, and involve effective ways
of addressing QoS, energy efficiency, and efficient spatial mul-
tiplexing of bursty traffic, etc. We are specifically interested in
the regime where the transmission distance of a node exceeds
nearest-neighbor scales and thus is likely to include a number
of other potential transmitters. In other words, the transmission
distance may in fact exceed several nearest-neighbor hops. In
this case, a properly designed MAC and CDMA physical layer
will permit overlaying of concurrent transmissions without re-
sulting in outage. The key observation in this paper is that for
such a physical layer technology an efficient packing of trans-
mitter—receiver pairs will be one exhibiting clustering of receive
and transmit nodes. As such, we propose a novel approach to
MAC design whereby clustering is induced in the contention
process with a view on enhancing capacity, and sketch two dis-
tributed approaches that achieve this end.
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